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Abstract—This work presents a comparative analysis of
human-crafted and automated feature extraction approaches for
the discrimination of hand-based activities among eating, drink-
ing and smoking. In this scheme, accelerometer and gyroscope
sensors were utilised to capture activity signals. For this reason,
wearable devices that embed the aforementioned sensors were
employed to collect activity data from 12 office workers. The
two approaches that were developed for feature mapping were
evaluated equally on the collected dataset. Both the proposed
schemes achieved to classify the hand-based activities. However,
based on the experimental process, this study shows that the
human-crafted features that extracted valuable information from
the time and frequency domain of the raw signal measurements
outperformed the automated feature mapping that utilised deep
learning advances. The relevant results prove that the human-
crafted features can recognise hand-based activities with 0.9109
and, on the other hand, automated features with a 0.907 F1
weighted score over the dataset.

Index Terms—human activity recognition, activities of daily
living, wearables, hand-based activities, feature extraction

I. INTRODUCTION

In recent years, human activity recognition (HAR) has

become one of the most popular research disciplines. Daily

activity tracking is gaining popularity since it can provide

useful information about a person’s everyday life and well-

being [1]. The study and understanding of human activities

and behavioural patterns are associated with HAR. Humans

have a variety of daily routines based on their needs, while

a pile of them are associated with hand-based actions [2].

Hand gestures are commonly used in people’s daily life

for completing actions, such as drinking, eating, answering

a phone, smoking and plenty of equivalent examples. The

aforementioned activities are a longstanding objective of the

HAR research since humans execute similar fine-grained body

movements in order to establish them. The monitoring of these

activities can allow both the individuals and the researchers

to support several wellness goals. One of the most appealing

challenges in the recognition of hand-based daily activities

is the in-between identification and discrimination. For in-

stance, the performance of daily routines concerning eating,

drinking and smoking activities involve almost identical hand

movements, as Figure I illustrates. The monitoring of these

activities is of major importance, aiming to understand for

example, whether humans skip their meals and their hydration

and detect systematic smoking events.

Fig. 1. Representation of a typical human arm movement involved in all,
complete eating, drinking and smoking activities.

The monitoring of hand-based activities can be achieved

based on either obtrusive or unobtrusive methods. Many of

the existing human activity detection systems utilise obtrusive

techniques, such as vision schemes [3], [4] to capture in

most cases non-free-living activity events. Appealing studies

employing depth cameras achieved to recognise automatically

essential activities of daily living such as cooking, eating,

dishwashing and watching TV [5]. Moreover, audio-based

approaches have been studied for the HAR challenge, in-

vestigating an effective feature mapping [6]. However, all

the aforementioned approaches involve a high level of ob-

trusiveness in individual daily life [4]. To counteract for

the obtrisiveness problem, the present work employs inertial

sensors, like accelerometers and gyroscopes that are embedded

in wearable devices such as smartwatches. Several existing

works discuss and discover several HAR approaches based

on wearable devices [7]. An accelerometer measures the

accelerations of a specific body segment, in this case, the

arm to which is attached. However, a gyroscope measures

the rotation rate of the hand movements. Both accelerometers

and gyroscopes record body movements signals in the form

of time series which enables different approaches to the

classification problem. Deep Learning (DL) based-methods

have been increasingly employed for the HAR task in the last

decade [8]. A major advantage of DL techniques for feature

extraction is that it does not require domain-specific expertise

[9] and so they can be employed for several applications

such as HAR. However, DL methods aiming to fulfil an

accurate feature extraction require data from a specific target

domain depending on the problem. Therefore, recent studies

introducing DL methods that use mobile and wearable devices
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have pushed the boundaries in the HAR [7]. On the other

hand, common traditional features are also employed for

classification purposes. Many types of human-crafted features

such as mean, standard deviation, and energies are commonly

used in the literature for HAR [10]. Identical studies have

been studied and analysed the effects of using human-crafted

feature mapping toward the automated feature extraction for

the HAR task [11].

The presented work focuses on implementing two ap-

proaches of feature learning for the task of classifying and

distinguishing eating, drinking and smoking events. In partic-

ular, this work provides:

• a comprehensive analysis and processing of data regard-

ing the eating, drinking and smoking events recorded

from wearable sensors.

• a comparison between DL high-level features and human-

crafted features for the HAR task.

The rest of the paper is organised as follows. Section II

provides important information for the datasets and explains

the data pre-processing. Moreover, section III describes the

modelling of the HAR architectures that were investigated for

detecting eating, drinking and smoking events, along with a

comprehensive analysis of the experimental results. Finally,

Section IV concludes the work with fundamental findings and

remarks the important features of this study.

II. DATA ANALYSIS AND SIGNAL PROCESSING

A set of free-living experiments were carried out to obtain

the dataset regarding the hand-based data towards activity

recognition. The four selected activities were eating, drinking,

smoking, and idle status. A group of 12 office workers

volunteers with age ranging from 28 to 38 years supported this

study. For each one of them, almost one hour of data for each

activity were captured, respectively. During the data collection,

each subject performed naturally the activities of interest while

wearing a Samsung Galaxy Watch 3 smartwatch which was

placed by the user himself on the preferred (dominant) arm. No

instructions were given to participants, concerning following

some protocol of activities; thus each person was performing

the typical activities that would be performing at home, within

the monitoring period. The annotation of the recorded data

was reported after each data collection manually by the user.

The tasks were performed in an office environment where the

volunteers were asked to perform freely the activities in order

to create a realistic dataset.

The obtained dataset consists of sensor measurements

recorded by the smartwatch embedded accelerometer and gy-

roscope, while these sensors capture triaxial linear acceleration

and angular velocity information. Moreover, the sensor signals

were recorded at a sampling rate of 50 Hz. An indicative

example of the raw sensor measurements is presented in Figure

II, where a volunteer performs a smoking event.

The raw signals were further processed by applying denois-

ing filters to eliminate noise that may was captured during

the recordings and caused by sensor failures. On the basis of

corresponding signal pre-processing techniques for HAR data,

a specific filtering methodology was applied [12]. Pursuant to

that, a median filter and a 3rd order low-pass Butterworth

filter with a 20 Hz cutoff frequency were applied at moth

accelerometer and gyroscope raw measurements aiming to

reduce noise in these signals.

Fig. 2. Example of raw sensor measurements regarding a smoking event.

Thereafter, the filtered signals were divided into smaller

segments of action. Based on a detailed analysis, an average

person requires almost 3 seconds to complete a cycle of

eating, drinking or smoking actions. As a result, the signals

were sampled into a predefined window of 3-sec with a 50%

overlap between them. The segmentation method was applied

to the x, y, and z axes of both accelerometer and gyroscope

measurements. Since the sensors capture body movements

with a 50Hz sampling rate, each cycle window involves 150

signal measurements. From each segment of the recorded data,

features were extracted by following either the human-crafted

feature mapping or the automated feature mapping procedures,

as further explained below.

1) Human-crafted feature mapping: The human-based fea-

ture mapping concerns the extraction of knowledge from

sensor signals based on well-known functions that can be

applied in the time or frequency domain of the raw signals.

As a result, from each cycle window from the raw signal,

a set of features was obtained. The feature mapping was

calculated using common measurements well-known utilised

in the HAR literature [13], among mean, correlation, min,

max and signal magnitude area. Additional features extracted

from the frequency domain, including energies, entropies and

angles between axes vectors. These functions were applied

on each sensor axes separately. Besides, magnitude values

were calculated for the triaxial accelerometer and gyroscope

measurements using the

sensor magnitude =
√

x2 + y2 + z2

equation. Thus, human-based feature mapping was related

directly to the sensor axes and to the overall magnitude. Table

I contains the list of all the feature measures functions that

are applied to the time and frequency domain signals.
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TABLE I
LIST OF HUMAN-CRAFTED FEATURE VECTORS

Function Description

mean Mean value
std Standard deviation value

mad Median absolute value
max Maximum values in sensor measurements
min Minimum values in sensor measurements
sma Signal magnitude area

percentile Score below which a given percentage k
moment Characteristic of signal distribution

energy
Average sum of signal squares

in different frequency bands
iqr Interquartile range

skewness Frequency signal skewness
kurtosis Frequency signal kurtosis

correlation Correlation coefficients between measurements axes

spectralEntropy
Uniformity of signal energy distribution

in the frequency-domain
valueEntropy Signal entropy

meanFreq Mean frequency coefficients

2) Automated feature mapping: One of the most important

advantages of DL neural networks is their ability for automatic

feature extraction since they can extract useful patterns that

even not a human eye can obtain. In this study, a DL approach

was also employed to create a high-level feature mapping

[14]. A one-dimensional custom Convolutional Neural Net-

work (CNN) was developed to extract features from the raw

signal measurements. Accordingly, 1D convolutional layers,

with 32 filters were utilised to extract valuable information

at the spatial domain of the signal. In this approach, the 3-

sec segments of raw signal activity were fed directly to the

1D CNN to recognise patterns for the final classification.

The output of the CNN architecture was fed into a densely

connected DL classifier.

III. EXPERIMENTS AND RESULTS

To solve the problem of classifying hand-based activities,

a custom densely connected neural network was designed.

The classifiers’ architecture is presented in Figure III. To

avoid increasing the complexity of the model, the proposed

architecture was developed based on an experimental process

that finalised the number neural network layers and nodes.

The evaluation of the two feature mapping approaches was

handled using the dataset collected from the wearables. This

dataset was used to train firstly the human-crafted extracted

features, and then the output of the CNN feature extractor. In

the first case, the features were trained directly using the dense

classifier. In the same notions, the feature extracted using the

CNN were fed evenly to the same classifier. Further details

regarding the training and evaluation processes are described

below.

A. Training

Two main training experiments were conducted. In the first

case, the classification was held out employing human-crafted

features that extracted from time or frequency domain of the

raw signals. In the second case, the classification process was

Fig. 3. Densely connected neural network architecture for detecting eating-
drinking-smoking events

based on automated feature extraction that generated features

from a CNN architecture, as discussed earlier. A densely

connected neural network was designed to train the features

from each case of experiment. The dataset was randomly

partitioned into two distinct sets to enable performance eval-

uation, with 70% of the data selected for training and the

remaining 30% for testing. Adam optimiser [15] with default

parameters [13] was employed. The softmax [16] activation

was chosen to predict the probability distribution of each

training class. Each experimental phase was trained for 100

epochs. The experimental process was implemented using

Python frameworks, such as a Keras [17] implementation of

CNN with TensorFlow [18] back-end.

B. Experimental Results

Each feature generation approach for the acceleration and

gyroscope data focused on the set of specific target activities

defined as eating, drinking, smoking and idle.

The methods quality was measured in terms of precision,

recall and F1-score. The classification performance for each

class for each approach is shown in terms of the classification

report. Table II presents the evaluation performance of activity

recognition based on human-crafted features and Table III

presents the corresponding performance based on high-level

feature mapping utilised by 1D CNN modelling.

Observing the evaluation results, both the two feature map-

ping approaches obtained promising evaluation scores since

they correctly classified the activities of eating, drinking,

smoking and idle events. Fine recognition accuracy can be

obtained utilising convolutional layers. However, a noticeable

improvement in activity recognition was obtained by the

utilisation of human-crafted feature mapping. According to

the results at Table II and Table III, it should be considered

that using feature mapping based on a CNN provided a more

forthright way to extract information from sensor signals com-

pared to the human-crafted case. However, the experimental

process presented in this work shows that a CNN did not

outperform conventional human-crafted features. The target

human activities involve hand fine-grain movements that are
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very comparable. A CNN architecture was not capable of

identifying similarities or dissimilarities in this type of data.

On the other hand, human-crafted feature mapping achieved to

extract beneficial knowledge from the raw signals, employing

characteristics such as signal energies and entropies. Based on

the evaluation results, the human-crafted features represented

more suitable the disparities of the training data, reaching

higher F1-score.
TABLE II

CLASSIFICATION REPORT REGARDING THE HUMAN-CRAFTED FEATURE

LEARNING EXPERIMENT

Activity Precision Recall F1-score

drinking 0.9163 0.8223 0.8668
eating 0.9006 0.9129 0.9067

smoking 0.8874 0.9149 0.9009
idle 0.9395 0.9468 0.9431

Weighted average 0.9114 0.9112 0.9109

TABLE III
CLASSIFICATION REPORT REGARDING THE AUTOMATED FEATURE

LEARNING EXPERIMENT

Activity Precision Recall F1-score

drinking 0.7726 0.7245 0.7478
eating 0.7970 0.8154 0.8061

smoking 0.8055 0.8375 0.8212
idle 0.8196 0.8193 0.8192

Weighted average 0.8712 0.902 0.907

IV. CONCLUSIONS

In this study, a comparative comparison between human-

based and automated feature extraction techniques was pre-

sented for the task of identifying eating, drinking and smoking

events, which is very little analysed in the literature. Promis-

ing results were obtained during the experimentation. This

research was based on a dataset collected for this specific task

using wearable sensors such as smartwatches. The findings of

each approach were equally presented.

The human-based feature mapping obtained improved re-

sults compared with the corresponding DL method. These

outcomes were induced by the small complexity level of data

that DL architectures require to learn and recognise patterns.

Moreover, additional extensive experiments and data collection

sessions will be handled to further analyse the outcomes in

larger datasets and improve the effects of the method that has

been studied in this work. Future work will have to investigate

the necessary steps to enhance the discrimination of more

hand-based activities.
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